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Introduction

• Query by visual example:

near duplicate

same object

same category



Challenges 1: view point

Michelangelo 1475-1564



Challenges 2: illumination



Magritte, 1957 

Challenges 3: occlusion



Challenges 4: scale



Challenges 5: deformation

Xu, Beihong 1943



Challenges 6: background clutter

Klimt, 1913



Particular objects, not entire images



When do objects match?

Two requirements:
1. “patches” (parts) correspond, and
2. Configuration (spatial layout) corresponds



Success of text retrieval

Can we use retrieval
mechanisms from text
retrieval?

Need a analogy of a “visual”
word



Feature detector & descriptor

• Determine regions and vector descriptors in 
each image/frame which are invariant to 
camera viewpoint changes

• Match descriptors between frames using 
invariant vectors



Example of visual fragment (feature)

• Image content is transformed into local fragments that are invariant to translation, 
rotation, scale and other imaging parameters

Lowe ICCV 1999



Scale invariance

• Multi-scale extraction of Harris interest points

• Selection of points at characteristic scale in scale space

Mikolajczyk and Schmid ICCV 2001



Viewpoint covariant region detectors

• Characteristic scales (size of region)
– Lindeberg and Garding ECCV 1994
– Lowe ICCV 1999
– Mikolajczyk and Schmid ICCV 2001

• Affine covarance (shape of region)
– Baumberg CVPR 2000
– Matas et al BMVC 2002
– Mikolajczyk and Schmid ECCV 2002
– Schaffalitzyk and Zisserman ECCV 2002
– Tuytelaars and Van Gool BMVC 2000

Maximally stable regions

Shape adapted regions
“Harris affine”



Example of affine covariant regions



Descriptors – SIFT [Lowe 1999]



SIFT in object recognition

Euclidean Distance
or
Angle between 2 sift vectors

















tf-idf
• Recall from previous slide:

• Word frequency weights words occurring often in 
a particular document, and thus describe it well; 
while the inverse document frequency down-
weights words that appear often in the database.
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inverted file in text retrieval
















































