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Abstract: We present a new network-layer architecture that pro- packet by the source. The routers in the network forward the
vides generalized addressing. The forwarding infrastructureisin-  packet along the indicated path(s), duplicating and detiget
dependent of the addressing architecture, so multiple addressing  to all nodes that match the destination specification. Bseau
architectures can beused smultaneously. We compareour solution it js not possible for sources to know the entire network tepo
with the existing Internet protocols for unicast and multicast ser- gy the original forwarding tree, in general, is only antloe”
‘é:f;"g:;ngt::;%inﬁoﬁﬂmextegﬁ Ir?]it::tlhn(;?azeté ;y Z‘rﬁs of the path. As the packet is forwarded through the network,
eters for which the overhead C())/SS (delay, state, and ngtworﬁ)( load) routers alo,ng the waefinethe treg, fiIIing in gaps caused by
of our service are comparable to those of the Internet. 1 the source’s lack of knowledge using their own _(more deddile _

knowledge of the local topology and specifications. We posit
a hierarchical link-state routing approach to go along il
forwarding mechanism.

The current Internet architecture has several charaitsris Qur approach offers a good deal of flexibility with respect
that are widely believed to limit its flexibility. Addresgjnrout- to path selection: sources may either delegate the question
ing and forwarding are tightly intertwined, making it diffi¢ tirely to their service provider or keep the control. We beti
to change or improve any one of them in isolation. Identity isuch flexibility is not only appropriate, but necessary inrar-
tied to location, making it difficult to support advancedtiog net in which the “cost” to originate a packet may vary substan
paradigms, such as publish-subscribe systems and molsie $illy from node to node—cf. wireless sensor nodes to large w
tems. Furthermore, the Internet Protocol provides few aed servers. Because paths can be cached and re-used, theeffort
current infrastructure implements even fewer) mechanf&ms quired to select a path can be amortized over many packess. (A
controlling or manipulating the paths followed by packets€ opposed to the current Internet, which amortizes the coall of
to-end. To circumvent these limitations, many have progosguting decisions over all packets equally.)
new routing and forwarding services implemented as overlayon the other hand, the major challenge of such a flexible ser-
networks [1], [2], [3], [4], [5]. Such solutions suffer frothe yjce is scalability. Using simulation, we have comparedap+
overlay-to-underlay mapping problem, resulting in ine#ffe proach to existing Internet algorithms for two popular sees
cies. For instance, the latency in overlays is often highant (unicast and multicast) along several important dimerssioin
the network-layer solution, because the path taken acness Oscalability: forwarding state, delay (i.e., path stretarnd net-
lay nodes (end systems) is rarely the shortest path at th@rlet \york load. It should be noted that network load is not traii
layer. These considerations suggest that investigatageéime- a1y considered when evaluating routing/forwarding schem
fits of redesigning the network layer may be worthwhile. at least not forwarding-plane load—because traditiongb-al

We are developing a new network-layer design that providgghms consider only unicast, and relay a single copy of each
a routing and forwarding infrastructure that is, to a large dpacket. We, however, are interested in exploring new tetie-
gree, independent of the addressing architecture; inffaglti-  in particular we give away some “accuracy” of delivery irumet
ple addressing architectures can be used simultaneouslyhel  for reduced amounts of state. That is, in order to reduce rout
same forwarding architecture. This makes it possible teide ing state requirements, we allow some packets to be detivere
addressing modes, such as unicast and multicast, using a gifparts of the network where they will ultimately be disazud
gle forwarding subsystem. Indeed, the addressing ar¢hitec Our results show that for several kinds of topologies andifipe
could evolve over time to create multiple addressing sclsemeation assignments, our design scales comparably to threxi
without changing the forwarding infrastructure. Internet routing/forwarding structure, given the addrassign-

In our new network layer datagram-oriented service, calledent used in the Internet.
speccasteach node is identified by mode specificatiothat  The rest of this paper is organized as follows. In Section | we
is not dictated by the node’s location in the network and, iresent an overview of our routing and forwarding architest
general, might be independent of the topology. Of course, thh Section Il we describe our simulation experiments whie-S
absence of any correlation between node specificationsh@ndtion 111 presents the results of our experiments. In Sedtibwe

topology comes at a costin terms of scalability. Each pazdet describe related work, and in Section V we present conahssio
ries adestination specificatigralong with a partiaforwarding

tree. The latter describes the path(s) along which the network I. The Speccast Approach
is to carry the packet, while the former defines the destinati

that are supposed to receive the packet. Both are placee in thIN speccast, node and destination specifications can beedefin
in any one of many possiblgpecification languagedecause

1 This work supported in part by the US National Science Fotiodainder SpeC|f'C_at'onS (add'jesses) are independent Of th(_e roufidg a
grants CNS-0626918, CNS-0435272, and EIA-0101242. forwarding mechanism. For example, a specification could be
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a 32-bit number (i.e., an IPv4 address), or it could be a lzooleand clusters. Instead, topological information can be ifipdc
predicate involving a set of attributes (e.g., “A and B or @arby identifying links (i.e., channels between nodes), asaigy
D", orit could be a tree (e.g., “A with children B and C, wh&e every link a uniqudink identifierand dink level determined by
has children D and E”). Consequently, the speccast forwgrdithe link’s “depth” in the cluster hierarchy—thatis, the niogn of
algorithm, described in Section I-B, applies a languageeijc  clusters that contain the link. The specific clustering dnieiny
“matching” function to determine which nodes satisfy (nmtc is independent of routing and forwarding algorithms présén
the specification. here. We assume that the multi-level clustering hierarsttyé-
If every node knows all node specifications and the entigéed by the distributed self-organizing toposemantictehirsg
topology, the originator of a packet can compare the speeifi@lgorithm described in Section I-C.
tion to all nodes to determine destination(s), compute ¢tk
all destination nodes, and place a source route (i.ftveard-
ing treg in the packet. Unfortunately, this clearly will not scale;
it is unreasonable to assume that every node knows the enti
network graph, and every node specification. Consequeavely,
need a way to aggregate the network state, so that hosts
need limited knowledge of topology and specifications.
One way to significantly reduce the network state is to keep
aggregated, possibly imprecise state about nodes thatrdineif
away. A standard way to achieve this is by using a hierarchy of @ (b) (©)
domains over the node set (as in Kleinrock and Kamoun [6]). In
this case some nodes keep state atotugters which are sin- Fig. 1. (a) Top_ology and specifications (b) Topology view at node “10”
gle nodes in the graph, representing connected subgraphe of (&) Forwarding tree at the source.
original graph. The price for this reduction in state is #msed By way of example, suppose that each node corresponds to a
path length: sources use the same path to all nodes in arglusteer, and the node specification represents the age of thatuse
which may not be optimal for each node in the cluster. that node. Destination and cluster specifications are sanfe
Network state in speccast consists of topological infoiomat ages. Two specifications match if corresponding ranges-inte
(that describes connectivity) and semantic informatibat(tle- sect. Destination specifications are also given by a rangelof
scribes specifications). Aggregating a subset of nodesantaes, meaning that speccast should deliver a packet to adishod
cluster can potentially reduce state not only by hiding toggp whose ages are within a given range. An example of the for-
information (i.e., individual nodes and links within thaister), warding process is given in Section I-B. Figure 1(a) illagts a
but also by reducing semantic state (i.e., by aggregatifug-in sample hierarchy. Each link has a label, where Greek |edters
mation about what specifications are satisfied by nodesarsidlink identifiers and numbers are link levels. (Lower link éév
cluster). To reduce semantic state, we replace node sgecifitumbers correspond to crossing more link boundaries.) Each
tions within a cluster with a single abstracteldster specifica- node label is a specification (in our example, an age). Node
tion, which may have a smaller representation. Since we all@pecifications “20”, “25” and “30” are abstracted with a ding
cluster specification to be less precise, an abstractedfispec specification “20-30” that represents a range of values.i-Sim
tion indicates that a cluster “might” contain a node thatehas larly “10”, “15” and “22” are abstracted to a cluster spedition
the specification. This imprecision means that a sourceter-in “10-22". Each node propagates a routing message (link atate
mediate router may incorrectly conclude that a clusteraiost nouncement [LSA]) containing its specification and linkste
a node that satisfies a destination specification, when i dowdes in the same cluster. Similarly clusters propagateSs L
not. Thus, we reduce network state, but at the expense of posentaining itdorder links(i.e., the links that connect a cluster to
ble overdelivery(i.e., bandwidth wasted by forwarding packetés neighboring clusters) and a cluster specification to plees-
along paths that do not lead to destinations). Because fdrwaters. In Figure 1(a), the node with specification “15” traftsm
ing state is reduced by hiding topology and by abstractiegsptwo LSAs. The first LSA contains (“15"{3,~}) and is sent
ifications, routers can fill in the missing parts using theimo over link g and then, linka. The second LSA contains (“10-
knowledge of their local topology and specifications—whioh 227, {v}) and is sent ovef; its information is then propagated
general, is more detailed than the originator’s becaudemade to other nodes in the right cluster. The topology view of node
has detailed knowledge of its local area. To control thiddéra “10” in Figure 1(b) shows a graph, where nodes correspond to
off, we require that the specification language have a “knoblusters (nodes) in Figure 1(a) for which routing messag®e h
(parameter) that varies the semantic state (sizes of specifbeen received.
tions) vs. the amount of overdeliveries. Such a parameter ca Another potential application of speccast usalistributed
be a maximum size of a cluster specification. interactive simulatior{DIS), used by the military. In DIS, each
As in other hierarchical clustering schemes [6], nodes agatity must have a view of the battlespace, which consists of
grouped into nested, disjoint clusters. Since node spatidits information about other entities within the range of a gieen
are not necessarily unique and might have no relation toltoptty in the battlespace environment. To enable this, eatityen
ogy and hierarchical clustering, we need some way to conveyist communicate its current state (location, velocitigma-
topological information. Since nodes are identified by #pec tion, etc.) to all entities interested in this informatidrhe most
cations, we do not assign additional topological names tleso efficient way to deliver a message to the group of “interésted




receivers is to use multicast. In DIS, however, the number thfe packet is forwarded to each child link of the root of the ex
groups is very large (at least one per entity), and delivers t panded forwarding tree.

combination of groups is required. Speccast can repreBentt Consider Figure 1(a). Suppose that the node with specifica-
destination set efficiently using a destination specifazatiFor tjon “10” (call it s) needs to send a packet with a destination
example, an entity can be described by a set of values, egpecificationi = “20-24”. The topology view of is shown in

¢ = vehicle, x = 10, y = 20, wherez andy represent co- Figure 1(b). Its link-state database contains two clusténsse
ordinates. Then, a packet with a destination specificagan, specification might match: the node with specifications “22”

(z > 5) A (z < 15) A (¢ = vehicle), is delivered to all nodes and the cluster with specification “20-30”. Nodebuilds the

matching that specification. forwarding tree shown in Figure 1(c). One copy of a packet is
_ forwarded over linky to node “22”. Another copy is forwarded
A. Speccast Routing over link 3 and theny to the cluster (call itr) with a specifica-

We use a hierarchical link-state algorithm, which involthees tion.“20-30_”. Since;x’s graph model has more information (in
generation and propagation of link state announcementg) S parnpulqr, It CO”F"’."”S. a node whose gpecmca_tlon matghes t
and constructing a graph model of the network from receiv?&smaﬂon spe(i|f|c:e\t|on), t_he forwarding tree is extdmb&h_
LSAs. Each node in clust&r that connects to nodes in neigh-Ink § leading to 20 (seg Figure 1(a)). When.the packetarrives
boring clusters of” assembles and broadcasts an LSA descrit 207 and 22", itis delivered to the application.
ing C.

Our routing protocol differs from well known link-state hie C. Speccast Clustering Algorithm
archical protocols, such as OSPF [7]. The link-state anoeun : . .

In previous work [8] we proposedtaposemanticlustering

ment in speccast is the external representation of a cltister . . S .
. ) . . .algorithm, which minimizes the total network state consgst
consists of topological and semantic information. An LSAS

. T . of both topological (number of stored LSAs) and semantio(su
topologicalinformation is its set of cluster border links alon%f sizes of specifications in link-state database) inforomafTo
with their levels. An LSAssemanticinformation is an ab-

stracted cluster specification. As in OSPF, each node rr'mamtaavmd an excessive number of levels in the resulting hiégarc

s dtabaseof receed oA, calllncsiie daabese U2 10T 0 e e mrodueen o St
To obtain an LSA of a clustef', LSAs corresponding to sub- 9

B , . . number of child clusters.
clusters ofC are “merged”. Border links of” are obtained from our algorith ; b hi hical cl it
a union of border links of subclusters 6f excluding links in- ur algorithm performs bottom-up hierarchical clusterilig

ternal toC. The cluster specification @ is calculated by ag- s‘;arts_ﬂ\:v ith elacr: node_m ? se_pﬁgate_z clusltert. Att each stepv\t/he
gregating and abstracting specifications of subclusters. agoriinm Selects a pair of neighboring ciusters 1o merge.
distinguish two types of merging operationBushand Fuse

Push(A, B) forms a new clustefV containingA and B as
subclusters. Fusg A, B) forms a new clustetN containing

The goal of the forwarding algorithm is to deliver a packettd,, A+, ..., A, and By, By, ..., B,, as subclusters where the
each node that satisfies the destination specification io@tta A;s are subclusters of and B;s are subclusters d¥; clusters
in the packet header. Packets are forwarded using a loosgesoul and B cease to exist.

routing approach. Because a packet may have multiple destin | et specRed(4, B) denote the reduction of the semantic
tions, the source route is a tree (callefbavarding tre§. Thus state due to mergingspecRed(A4, B) = specSize(A) +
each datagram header contains a destination specificatiba aspecSize(B) — specSize(N). Letsib(A, B) denote the num-
forwarding tree. ber of nodes in clusters that are siblings Aoand B. We
The forwarding algorithm has three parts: destination ispegse an estimate of the reduced network stited, B) =
fication matching, route refinement (to extend, if necesshey (specRed(4, B) + 7)sib(A, B) as the metric for choosing
forwarding tree in a packet), and a forwarding step (to fadvawhich clusters to merge. In all the simulations we used very
the packet according to the forwarding tree). First, if the-c larger (VA,7 > specSize(A)). Therefore, the goal is for all
rent node specification matches the destination specditatie nodes to have approximately the same depth in the hierarchy,
packet is delivered to the higher (application) layer. Néhxé and specifications are considered only as a secondaryi@niter
route refinemenstep is performed. Route refinement occuiguring clustering.
when a packet has just entered a cluster: this situation ean blnitially, there is one cluster containing all nodes. Thé fo
detected by the incoming link’s level. In the route refinemeqbwing steps are iterated as long as it is possible to rechee t
step, we calculate a forwarding tree of links inside the NB&-C 5mount of state:
ter that connects the current node with (i) all sub-clustesigle - : . .
the cluster that might satisfy the destination specificaiod 1. Evaluate the heuristiff on every pair of ne|ghb<_3r|ng clus-
(i) all “next-hop” links in the partial forwarding tree (inase ters A and B such that the number of subclusters in the parent

they are not directly connected to the node). Several giege cIust_er ofA qndB e_xceed:_bf. , .

can be used to calculate this tree. In our simulations, wdiise 2 Pick @ pair of neighboring clustersand B with a maximum
jkstra’s algorithm to calculate the shortest-path foniagdree. state reductiorf/ (4, B). If the total number_of subclustgrs of
This locally-calculated tree is merged with the forwardireg A andB does not exceelf, or A or B contains only a single
in the packet. Finally, after route refinement step is coteple node, therFuse 4, B); otherwise Pus{4, B).

B. Speccast Forwarding



D. Optimization: Filters ing, then for multicast (for varying numbers of groups ang/va
ing group sizes), and finally, for unicast and multicast corat.

also study the relation between the specification assghm
and speccast parameters.

Abstracting away information in LSAs leads to overdeliver
packets are sent to clusters that should not receive them.
propose to eliminate “overdeliveries” for flows of packeis b
maintaining additional “filter” state (similar to DVMRP [R]
Filters provide “unhiding” of specification information ape-
cific nodes. The additional state and routing messagesreghuiA.1 Simulated Routing Protocols
to set up this state can be amortized over a flow of packets.

A filter at a noder that contains an LSA for a clusterin its
routing table can store a negative filter, encoded as a {ppig,
wherep is a specification andis a reference to a cluster The
filter is interpreted to mean that no nodes in a clusteatisfy

A. Simulation Model

To evaluate the scalability of our architecture, we sinedat
our speccast approach and conventional Internet unicasi-pr
cols. For unicast Internet-like routing, we simulated O$PF
as the intra-domain routing protocol and BGP [10] as therinte

e : e i ting protocol. To compare with existing multicas
specificationp even though the advertised cluster spemﬂcaﬂd?’f)mam rou .
of ¢ matches specificatign Filters are checked during the route.;\pproaches, we S|mu_lated PIM Sparse Mode (PIM-SM) [.11] as
refinement step. the intra-domain routing protocol and MSDP [12] as the inter

If a node in a clustet receives a data packet with destinatimg'iIomaln routing protocol. In the description of our experirse

specificationp (this might happen because of specification al?—nd the graphs which follow, we refer to the set of all these In

straction), but no nodes insatisfyp, the border router can send er_lr_1et %rOt_OCOI? aEP . BGP imol . |
a message back toward the sender to install a negative filter a | N odtarl]n ahalr comparison, our Imp emenrt]atlocr;dQS y
stop future packets with specificatipn The negative filter for a S€ ected the shortest Autonomous System (AS) path and did no

clusterc is sent back along the reverse path (visited links can filude support for policies that could prevent the shopesh
stored in the packet) to the node¢hat added to the forwarding rom being selected. Our simulations as_sumeq that each AS ha
tree, and the filter is installed at node several BGP speakers, one for each neighboring AS. When for-

ﬁarding to the next AS in the AS path, the nearest exit (bor-

In Section IlI-B we present results demonstrating the ¢ffe ten to that AS | ferred. We also imol ted “d
of filters by showing the amount of overdeliveries for thetfir er rou er,), 0 that A 1S preterred. Ve also impiemented de-
ault route” mechanisms in both the IP and speccast sinougti

packet (without filters) and also for subsequent packetsnass hich produced similar stat . for both brotocol
ing filters are installed. Per flow state needed to store Siiier which produce S_"m' ar_s ate savings or_ oth protocols. .
Our PIM-SM simulation assumed a single rendezvous point

shown as well. g
(RP) per AS for all groups. As defined by the MSDP protocol,
E. Optimization: Default Routes our simulation delivered the first multicast packet sent &g
] ) ) ticular group to every AS. ASs that have group members joined
A standard mechanism for state reduction used in the Intterges Rp of the source. Subsequent packets destined for thee sam
|s“the usage of “default routes”. For example, if a domaitli {ta mticast group were then propagated from the source tathe |
a “stub” domain) is connected to the rest of the network t8fou .5 Rp, then along the source tree to RPs in domains that had

a single “provider” domain, nodes inside the stub domairulneﬁroup members, and finally from RPs to group members.
not keep specific state about the network outside that dgmain

instead, they keep only default routes. If the.destinat'dnmss A.2 Simulation Topology

does not match any local node, the packet is forwarded autsid

the domain where more information is available to contimre f ~ We generated two different types of topologies using GT-ITM

warding. [13] and BRITE [14]. GT-ITM graphs were generated using
A similar mechanism can be used with our approach. Instef@nsit-stub topologies (3 stub domains per transit noderes

of propagating all external LSAs to each node in a stub domdfansit and stub domains have on average 8 nodes). Different

connected only to a single other domain, only a single “défaudraph sizes were obtained by increasing the number of transi

LSA is propagated. This LSA contains border links of the stulPmains; the number of extra transit-stub links was propoa

domain and a specificatiofr ue that matches any specification 0 the graph size (4 per transit domain), and no stub-stubsdg

Once the packet leaves the clustewith default routing, the Were added. BRITE graphs were generated using a top-down,

refinement step is performed as if the packet had just begn og-level structure: a top-level (AS) graph with power-lavgze

inated locally (except it is not forwarded backdo property was generated using the Barabasi method [15]ewhil
the topology within each AS was generated using the Waxman
[I. Evaluation algorithm. Each AS was connected on average to 1.5 other ASs.

. . . . All results presented here were calculated as an averagéove
We evaluate our routing and forwarding service by comparingke o+ topologies

it to IP unicast and multicast protocols currently in usehia In-
ternet. Internet routing protocols are considered to beenoor
less scalable, and thus provide an excellent basis agalmishw
to compare the scalability of our network routing servicairO  While nodes in our Internet simulation form clusters aceord
goal is to understand the (added) overhead incurred by stipping to AS boundaries determined by the topology generator,
ing a powerful and flexible routing service—i.e., speccBsst, speccast uses a different clustering algorithm. In pdgicwe

we compare the scalability of both systems for unicast axdreused the toposemantic algorithm, described in Section I-C.

A.3 Clustering



T T where group members are placed close to each other, and a
O\ O\ T random assignmenthere group members are placed randomly

U M U M LN through the network.

A SR I

* 0xE0000100 * 0xE0000100 * ¢ .

> 0XE0000105 5 0XE000010E ;1_ * A.6 Network Traffic

% :%\f % To simulate unicast network traffic we implemented a traffic
4 4% . model in which a source and destination node were randomly

selected. Similarly, for multicast traffic destination nicaAst
groups were selected randomly. A packet was then sent from
(@) (b) () . S R
_ o o the selected source with the destination specificatioriezhim
Fig. 2. Example of (a) a node specification, (b) a cluster specification, the packet This procedure was repeated to create trafic loa
(c) an abstracted cluster specification ) . . .
across the network for the duration of the simulation.

A.4 Node and Destination Specifications

Although speccast allows many possible types of specifidd-! Metrics
tions, our simulations use a simple specification langubge t We define thalelay cosbf a routing solution to be the sum,

is capable of representing unicast and multicast addre$ses e
kind used in our IP simulation. A node (or destination) sfieci over all nodes! satisfyingp, of the number ofedges traversed on
' the path from source to d, when that solution is used. We de-

cation is represented by a tree of labels. The root labehiayd . . o i
True (T). The root typically has two children (labels): a Iabeﬁme delay stretctio be the ratio of the algorithm’s measured de

U for a branch representing unicast addresses, and aMbelay cost versus the minimum possible delay cost (i.e., toetsh

for a branch representing multicast addresses. An examgie neSt path tree _[SPT])' ] ]
specification is shown in Figure 2(a). Loadis defined as the number of links over which a message

An IP address is represented by teabel followed by a 1S forwarded enroute to its destination(s). This includblirks

path of 4 labels, where each label corresponds to a singée b§Yer which the message is forwarded, even if some links do not
value. For example, the IP addreis8.3.4 is converted to the '€@d to any node that satisfips We define thenetwork load
specification shown asld branch in Figure 2(a). ratio to be the ratio of the total number of edges crossed by a

IPv4 multicast addresses can also be represented in fHigSSage to the number of links in the shortest-path tree from
language. For example, the multicast addresz@50.1.0 the sourcen to all nodes satisfying. (Note that the shortest

(OXE0000100) and24.0.1.5 (OXEO000105) can be representefath tree does not necessarily yield the smallest netward lo
by anM branch as shown in Figure 2(a). as We.have defined it. It is therefore possible fo_r a solution

Aggregation of cluster specifications is achieved by mggiﬁo achieve network Iogd EatIOS less trJan one. This effect has
paths corresponding to node specifications. An example of 2N observed before in “shared tree” multicast protoagts s
aggregated cluster specification is shown in Figure 2(bpes 2S CBT and PIM-SM [16]).
ification can be further abstracted by replacing any branthé ~ We measure theetwork stateof a solution as the average
specification tree with a wildcard. A specification tree can mmount of information stored at each node. For speccast we
reduced to a given number of tree nodies (maximum speci- also separately compute ttapological statewhich consists of
fication siz¢ by performing a breadth first search, leaving ththe network state without counting specifications. For roadit
first lim nodes, and replacing all other branches with wildcardéows of packets we coumter-flow stateandper-flow number of
In the simulation we use a distinct specification size lioit f routing messaged-or speccast these metrics are used to charge
the unicast brancHif,,) of a specification and for the multicastfor negative filters. For IP these metrics are used to chamge f
branch (im,,) of the specification. Givetim,, = 2, lim,, = 0, PIM-SM source trees.
the specification in Figure 2(b) is abstracted to the spetifio
in Figure 2(c).

Two specificationsnatchif every branch of the destination
tree overlaps with some branch of the node specification treerinally, our speccast service is parameterized by thraesal
Two branches overlap if all elements are equal up to the |38k branching factor (bflused to construct the clustering hier-
element or up to the wildcardlabel in one of them. archy, themaximum size of a cluster specificatioha unicast
part (im,,), and of a multicast partitn,,,). The branching factor
determines the depth of the hierarchy. As the branching fac-

For the GT-ITM topologies, IP address assignment was ptor increases, so does the size of the topological staterthst
vided by the topology generator. It produced addressesndepiee maintained at each node; at the same time, delay and load
dent on node locations in the transit-stub topology. FoBttite decrease. The maximum cluster specification size defines the
topology, we performed our own, similar address assignmeainount of information loss that occurs when specificatiors a
Unicast specifications in speccast were obtained by cdngertmerged together. Truncating the specification producegles
IP addresses to our specification language. cise specifications which leads to overdelivery as desdribe

For multicast we considered bothagh locality assignment Section I. This trade-off was studied in our previous work [8

A.8 Simulation Parameters

A.5 Node Specification Assignment



1.8 T T T T . . .
Delay (Speccast) —— for speccast with IP clustering is almost the same, and heth a

Delay (Speccast, clustering as in IP) —e—
17f Delay (IP) -~ 1 lower than the delay of speccast with toposemantic cluggeri
16l | In Figure 3(b), by comparing speccast topological state and
speccast topological state where we only counted 1 link per
LSA, we can see that a significant amount of speccast topolog-
ical state (more than half) is caused by multiple links in ISSA
This is the price that we pay for allowing source nodes andssom
intermediate routers to have more than one path to choose fro
Unicast specifications add only a small amount of state to the
speccast topological state since these addresses hasechier
cal structure and are closely related to the topology. Fer th

15 |

14 |

13 |

DELAY (stretch over SPT)

12 |

11

"o s 1000 1500 Zoggdezf:‘;asg"o 3500 4000 4500 5000 same reason there is almost no wasted bandwidth for the GT-
ITM topology, so the delay stretch in Figure 3(a) coincidésw
(a) Delay. the load ratio, and thus negative filters are not used. Thieeho
5000 of the maximum specification siztng,,) is evident from the ex-

o beccast (clustering asin IP) periment in Section 1lI-D.

—e— Speccast
5000 - —=— Speccast, topological only
---a-— Speccast, topological only, 1 link per LSA

B. Multicast Results

4000 7 In Figures 4 and 5, we vary the multicast group size from 5

to 1000 while keeping the number of groups fixed (10 groups)
and a fixed graph size of 3000 nodes. For a given parameter
setting for speccast, we see the same scalability propeatie
the IP solution. While the only way to change the trade-offs i
the IP solution is by switching between protocols (e.g. aeel
PIM with DVMRP), it is possible to achieve different tradéso

in speccast by adjusting the knobs. Let us look at each metric

3000 -

State

2000 -

1000

—a
0 <] L L L L L L L L L
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 |
Nodes in graph more deta”.

First, for a small group size we notice that speccast state is
lower than IP state because, unlike IP, speccast does nohisse
cast specifications, while IP multicast requires unicadten
in Figure 4(b), speccast state grows with increasing nastic
group size until it reaches saturation, when in most cledtes
number of multicast groups per cluster almost readimes,.

A. Unicast Results When the number of groups per cluster becomes greater than
lim,,, the precise information about multicast membership is re-

First, we compare speccast to the standard unicast setfviceflaced with a wildcard. After saturation, the number of téus
fered by the Internet today. Similar results were obtair®d fyth wildcards increases, and therefore the amount of ssécc
both GT-ITM and Brite topologies. We present results for thate decreases as well. High locality assignment extsiloiger
GT-ITM topology in Figure 3. Brite topology results were simgrowth of state (Figure 5(b)). Average delay stretch, whioks
ilar and more results can be found in [17]. not depend on the number of groups, is lower for Speccagi)(1.1

Speccast topological state (bottom curves in Figure 3(id) athan for IP (1.7), since in PIM-SM/MSDP approach, the first
delay (Figure 3(a)), which are independent of specificatiormulticast packet in a flow is forwarded via at least one RP. For
scale well compared to the Internet. Load and semantic stgtgall numbers of groups, the load ratio (Figures 4(a) anj) 5(a
depend on a particular specification language and spewficatis significantly better for Speccast. The small amount ofdee
assignment. For unicast service using our tree-basedfigpeci liveries appears after the saturation. Load ratio deceeaith
tion language, speccast achieves smaller state and sléaver $ncreasing group size since the load of the SPT increasés wit
growth than IP at the expense of a slightly higher delay aad.lo growing group size. Load ratio is higher for a high localitt a

Figure 3(b) shows that speccast topological state growgs msignment (Figure 5(a)), since the load of SPT for this asaigmt
slowly than IP state. This is because speccast has more leiglsmaller, because group members occur in closer proximity
in its clustering hierarchy. Speccast clustering is buithva than in a random assignment.
branching factor of 8, so when the number of nodes in our sim-For a flow of packets, the PIM-SM/MSDP solution uses a
ulation is greater than 512, the speccast hierarchy hasxsipprsource tree, which reduces the delay stretch to 1.1, which is
mately 4 to 5 levels as compared to 2 levels (AS clusters)an thery close to the delay stretch of speccast, although specca
IP clustering. When IP-like clustering is used for specdagib- can achieve similar delay even for the first packet. Speccast
logical state grows at the same rate as IP (see the curve chankéh negative filters shows lower load than a PIM-SM source
“Speccast (clustering as in IP)” in Figure 3(b)). More leviel tree (Figures 4(a) and 5(a)) for flows of packets. Per-flowesta
the hierarchy give speccast slower growth of state at theresgp (shown in Figure 4(c)) and the number of per-flow routing mes-
of an increased delay. In Figure 3(a), we see that delay fantP sages grow much slower for speccast than for IP. This is lsecau

(b) Per node state.

Fig. 3. Unicast scalability, GT-ITM topology, speccast: bf = 8, lim,, = 15

I1l. Results



Load Ratio

Load (Speccast) —e—
Load (IP, Source tree) B
Load (Speccast with filters) —e—

T
,,,,,,,,

,,,,,,,,

T

= _,,,‘:::R:_,..,..,,,.,_,-,_.,.,,,-,.f

. . . . . . .
0 100 200 300 400 500 600 700
Multicast Group Size

(a) Load.

3500

L
900 1000

3000

2500

2000

State

1500 -

1000 -

500

Load Ratio

,,,,,,,,,,,,,,,,,,
rrrrrrrrrrrrr

T
,,,,,,,

,,,,,,,

3500

L L
100 200 300

. . .
400 500 600
Multicast Group Size

(a) Load.

L
700

L
800

L
900 1000

3000 [

2500 M

2000

State

1500

1000

500

T
""""""

—e— Speccast

0 L L L L L L L L L
100 200 300 400 500 600 700 800 900 1000

Multicast Group Size

. . . . . . . . . 0
0 100 200 300 400 500 600 700 800 900 1000 0
Multicast Group Size

(b) Per node state. (b) Per node state.

40000
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S sl ] both solutions since these metrics are independent of tinbeu
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g | C. Unicast and Multicast Together
10000 ~ 4
wl In the final experiment (Figure 8), we combine unicast and
multicast services to compare our solution to IP. Traffic dias
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0 100 200 300 400 500 600 700 800 900 1000
Multicast Group Size

vided to 80% of unicast and 20% of multicast. To keep multicas
group sizes and number of groups proportional to the number o
nodes, we scale these two parameters with the graph size. The
number of multicast groups is 5% of the number of nodes and
the group size is 5% of the number of nodes.

Speccast demonstrates a smaller amount and slower growth of
state (Figure 8(b)) and better delay and load parametayar@i
PIM-SM/MSDP uses positive state while speccast uses negga)). Note that even the described speccast specificatiigra
tive state. Speccast requires only one filter per negataedr, ment allows much more than just unicast and multicast sesvic
while PIM-SM/MSDP keeps state at every node of the forwargly making small changes to the specification language and by
ing source tree. defining other types of destination specifications, it isgilue,

In the next experiment (Figures 6 and 7), we increase tfae example, to provide scoped multicast, where a packet-is d
number of multicast groups while keeping the size of eachgrolivered to multicast group members only inside a desireshstb
constant (100 group members). or a packet can be delivered to a union or an intersection &f mu

Since the maximum cluster specification size is fixed, whéigast groups.
the number of groups is small almost all semantic state can fit e . . .,
without being abstracted (Figures 6(b) and 7(b)), thus|dhd D. Specification Assignment vs Speccast “Knobs
is very low (Figures 6(a) and 7(a)). When the number of groupsin the next experiment (Figure 9), we quantify the trades-off
gets larger, state is abstracted more, which results in lzehigfor different levels oflocality, which is a correlation between
load that becomes similar to the one in the IP solution. Tm®de specifications and nodes’ locations in a topology. \Ak: st
spike in Figure 7(b) has the same explanation as in the prsviavith our initial high locality assignment (in which nodesthme
experiment. The number of per-flow routing messages (Figws@me part of the graph have similar addresses), then wegpiek r
6(c)) grows with increasing load to prevent false positwéth dom pairs of nodes and “swap” their specifications. The num-
negative filters. Delay and per-flow state remain the same fmer of swapped pairs is written as the percentage of all nodes

(c) Per flow state.

Fig. 4. Multicast, BRITE topology, 3000 nodes, bf = 8, lim,, = 6,
number of groups = 10, random assignment
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Fig. 7. Multicast, BRITE topology, 3000 nodes, bf = 8, lim,,, = 6, group
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size = 100, high locality assignment

20000 -
The computations required to manipulate links are as efficie
15000 |- ] as in other link-state protocols. The potentially expeagiart of
our solution is related to manipulating specifications eesgly
specification matching in the forwarding process. The $jpeei

10000 -

Total size of routing messages (bytes), average per flow

5000 | ] tion matching is not performed by each router in the forwagdi
spocct T3 path, but only when a packet enters a new cluster, and the num-
% 200 400 600 200 1000 ber of specifications for matching is logarithmic in the nenb
Hticest Groups of nodes in that cluster. The default route optimizatioruess
(c) Sum of sizes of routing message per flow. the amount of computation, by moving it to border routerat th

could also perform caching and preprocessing. Although the
Fig. 6. Multicast, BRITE topology, 3000 nodes, bf = 8, lim, = 6, group ~ oretically, speccast allows very general specificatiolmyes
size = 100, random assignment that require solving a satisfiability problem for each sfieai
tion matching, in practice, we expect more efficient speation

in the network. More “swaps” lead to lower locality and 50%anguages, similar to the one used in this paper.
of swapped specifications gives mostly random assignment of

specifications. V. Related Work
For small values ofim,,, the state in Figure 9(b) is approx-

imatel_y th_e same _for all levels of locality, since the m_ax_imu ing/forwarding separation. Xiaowei Yang proposed an alter
specification size is reachgd at almost aII_cIutster.s.. THSms- 40 architecture, called NIRA, which was designed to wark i
pensated by extra load (Figure 9(a)), which is higher forenog, |gp context, similar to today's. A major difference isttha

random assignments (up to 4 times higher for a 1000 nogBe cast focuses on flexibility of node specification assint,

graph). rather than service provider-based addressing.

Several projects have tried to circumvent the limitatians i
posed by the current network-level architecture (i.e., b)

Although our approach could be used to mimic an Internetimplementing routing and forwarding services as an ayerl
hierarchy and naming, it was not designed to be compatibletwork. For example, thinternet Indirection Infrastructure
with IP. However, it could conceivably be deployed as an irfi3) [1] allows applications to insert a forwarding state at feve
terior gateway protocol. Border routers would need to etas lay) routers to define new unicast, multicast, and mobil¢ingu
between IP packets and speccast. To be practically depgyabervices. The system utilizes an underlying distributeshha-
many details not considered here would have to be fleshed obte network (such as Chord [18]) to create rendezvous points

We were not the first to propose this kind of rout-

E. Architecture Discussion
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underlying routing protocol. Also, our system provides imuc
for end systems.Publish-subscribesystems represent anothegreater control to the source, not just by giving more power i
class of applications that define their own routing/forvilagd describing destinations, but also by allowing it to choaseag
algorithms [3], [19], [4], [5]. In these systems certain rad available paths. Moreover, our system supports speciitab-
“publish” information that is consumed by nodes interested straction which is not supported by the content-based network-
that information (“subscribers”). A publish-subscribesday ing service.

distribution network is then defined to carry data from psi  Another theoretical work that studied the trade-off betwee

ers to subscribers. Unfortunately, all of the above apgresc stretch and network state was in the area of compact and inter

suffer from the overlay-to-underlay mapping problem, sy val routing. Initial results were reported by Peleg [23],isth

in overlay networks that do not make efficient use of the undejere later improved on by Thrup and Zwick [24]. The authors

lying network. proposed a forwarding algorithm and an algorithm-dependen
There is also recent work on distributed hash tables if@&bel assignment scheme (in our terms “node specificatj¢os”

plemented on a network layer [20], [21]. In these systemgptimize the trade-off. We do not control/limit addressigiss

randomly-chosen numbers are used as specifications. Spedrent and explore different trade-offs by allowing severgies

allows many possible specification languages and achievesfa packet to be presentin a network.

much lower delay, which is independent of specifications. Nimrod [25] describes a powerful scalable routing architec

A notion similar to specification reduction through aggregdure based on hierarchical, link-state and source routmg a
tion in speccast is used in the content-based networkingy a|@roaches. Although this architecture could be extendecto p
rithm by Carzaniga et. al. [22], [3]. The content-based mekw form speccast-like routing, the disadvantage is the requiso-
ing algorithm propagates filters using the underlying “lokoa lution before forwarding of a datagram packet: a query-oesp
cast” layer (assuming it exists). Filters describing saekeodes Pprotocol is needed to obtain the source route to the detimat
can be shared when the filter of one node “covers” a filter 8F contrast, speccast performs on-the-fly route refinencers:-t
another (in our terms, if all nodes that satisfy one nodeacsp duce the delay.
ification satisfy another node’s specification) and pathtbése PNNI [26] is a system developed for ATM networks that also
nodes from some other node intersect. Our network layer seses hierarchical, link-state and source routing ideas. afom
vice does not require the overhead needed to maintain aatepadifference is that addresses in PNNI can only be aggreg@ued.
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system explores specification state for load trade-off lmyéhg
specification abstraction and the forwarding algorithmalihs
different from longest prefix matching.

Our early work in this area described a different implemen-
tation ofspeccast servicR7] where destinations were also de-

scribed by a specification carried in a packet. We propose
very simple specification language, but demonstrated thepo
and flexibility of using speccast as the network-level ssrin

which a wide range of applications could be efficiently builf23)

However, the solution did not scale as well to Internet-cizet-
works.

V. Conclusions

We have presented a novel network-layer routing servide tha

provides separation between topological and semanticrirde
tion. In our solution, we investigated a novel point in thetro
ing/forwarding solution space—one that allows tradingpbe-

[19] Antonio Carzaniga, David Rosenblum, and Alexander iWtAchieving
scalability and expressiveness in an Internet-scale evetification ser-
vice,” ACM Symposium on Principles of Distributed Computi2@00.
Matthew Caesar, Tyson Condie, Jayanthkumar Kannarthikd_akshmi-
narayanan, and lon Stoica, “ROFL: routing on flat labels1 SiGCOMM
2006.

1] Matthew Caesar, Miguel Castro, Edmund B. Nighting&eeg O’'Shea,
a and Antony Rowstron, “Virtual ring routing: network rouginnspired by
dhts.,” inSIGCOMM 2006, pp. 351-362.

Antonio Carzaniga, Matthew J. Rutherford, and Alexand. Wolf, “A
routing scheme for content-based networking JEEE INFOCOM 2004.
David Peleg and Eli Upfal, “A trade-off between space afficiency for
routing tables,”J. ACM vol. 36, no. 3, pp. 510-530, 1989.

Mikkel Thorup and Uri Zwick, “Compact routing scheniesin ACM
symposium on Parallel algorithms and architectyr2g01.

Isidro Castineyra, Noel Chiappa, and Martha Steepstr{The Nimrod
routing architecture,” August 1996, RFC 1992.

“Private network-network interface specification sien 1.0 (PNNI 1.0),”
The ATM Forum, Mar. 1996.

Leonid Poutievski, Kenneth L. Calvert, and James Nffi@gn, “Spec-
cast,” IEEE INFOCOM 2004.

[20]

[22]

[24]
[25]
[26]
[27]

sibility of overdeliverieqincreased network load) for reduced
state requirements and reduced dependence of node specifica

tions (addressing) on location. We compared the scakalofit
the proposed architecture with traditional Internet usiGnd

multicast services and found them comparable. Our systam ca
be extended to implement other services besides unicast and

multicast by giving a new specification language.
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